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Abstract
This paper addresses the difficulty of forecasting
multiple financial time series (TS) conjointly us-
ing deep neural networks (DNN). We investigate
whether DNN-based models could forecast these
TS more efficiently by learning their representa-
tion directly. To this end, we make use of the dy-
namic factor graph (DFG) from that we enhance by
proposing a novel variable-length attention-based
mechanism to render it memory-augmented. Us-
ing this mechanism, we propose an unsupervised
DNN architecture for multivariate TS forecasting
that allows to learn and take advantage of the rela-
tionships between these TS. We test our model on
two datasets covering 19 years of investment funds
activities. Our experimental results show that our
proposed approach outperforms significantly typi-
cal DNN-based and statistical models at forecasting
their 21-day price trajectory.

1 Introduction
In recent decades, DNN has helped improved TS forecast ac-
curacy in various social settings [Makridakis et al., 2019].
Besides their ability to handle non-linear processes, they pro-
vide a cost-effective approach to uncovering relations be-
tween TS automatically. They do so by enforcing a hierar-
chical structure for pattern detectors throughout its hidden
layers, from which, by using sensitivity analysis methods
[Ribeiro et al., 2016], we can determine the factors that in-
fluence the forecasted trajectory. DNN has permitted increas-
ing accuracy on mostly homogeneous datasets with multiple
measurements as well as in applications where there exist ex-
ogenous variables that are strongly related to the variable(s)
of interest; e.g.: traffic or electricity load forecasting [Hynd-
man and Athanasopoulos, 2018]. However, training a DNN
remains difficult for settings in which the TS are non-ergodic,
heteroskedastic, non-stationary, or with high noise to sig-
nal ratios. Such cases are often found in financial TS. Few
DNN-based models have demonstrated consistent accuracy
on datasets spanning over multiple years for different asset
classes [Sezer et al., 2019].
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A major reason for the difficulties in forecasting financial
TS is that most DNN learning frameworks do not appear to be
adapted for this setting despite the large quantity of TS avail-
able. Training a DNN needs a sufficiently large dataset of in-
dependent training samples that are representative of the data
to infer. At the exception of applications such as intra-day
forecasting [Qin et al., 2017], most financial applications rely
on TS that have a relatively limited number of measurements
[Makridakis et al., 2018b]. Additionally, historical price tra-
jectories can be very noisy and their behaviors follow a more
complex cyclical effect than that found in intra-day data: the
market cycle [Hamilton and Lin, 1996]1. As it is not possi-
ble to obtain multiple independent realizations of a specific
asset’s price fluctuation under different circumstances for the
same time period [Marshall, 2009], the nature of financial TS
enforce both a deprivation on the amount of training data and
the well-known difficulty of modeling these long-term effects
[Bengio et al., 1994].

The aim of this paper is to propose a more efficient
DNN framework for forecasting multiple financial assets con-
jointly. The key contributions of this paper are as follows:

(1) We propose a novel attention mechanism for the Dy-
namic Factor Graph (DFG) framework. This mechanism
offers the capability of considering a variable number
of past latent states. We make use of this mechanism
to vary the order of an autoregressive (AR) generative
function over time.

(2) When integrated into a spatiotemporal neural network
(NN) model, we provide an unsupervised deep gener-
ative approach, to model interactions between multiple
TS for multivariate TS forecasting. Our spatiotempo-
ral adaptive neural network (STANN) has the particular-
ity to allows the discovery of the interrelations between
each TS if they are not given as prior.

(3) Our experimental evaluation shows that the proposed
model provides a more effective learning framework for
the addressed setting of forecasting 21 daily return tra-
jectories of exchanged traded (ETFs) funds and mutual
funds (MFs).

The remainder of this paper is organized as follows: Section 2

1The market cycle can be expressed by irregular periodic fluctu-
ations of assets prices observed in different market conditions.
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reviews major existing work in modeling TS in social set-
tings and relevant models similar to our work. In Section 3,
we present our model and describe its training procedure. In
Section 4, we present the setup of our empirical evaluation,
which extends around 19 years of financial market activities,
and describe our results. Section 5 presents our conclusion.

2 Related Work
DNN-based approaches, such as the recurrent neural network
(RNN), have been extensively used to model TS, given their
ability to represent and to forecast sequential data. Various
approaches have been introduced to facilitate their applica-
tion on TS [Rubanova et al., 2019]. While promising re-
sults have been achieved recently for financial TS prediction
such as [Borovykh et al., 2018], it has been pointed out that
much published ML work in the TS literature claims satis-
factory accuracy without making an adequate comparison of
their proposed against statistical approaches [Makridakis et
al., 2018b].

In fact, only a few authors, such as [Rangapuram et al.,
2018; Smyl, 2020], have been able to explicitly evaluate that
their models yield better performance on multiple TS over
simple statistical models like ARIMA or even a naive fore-
cast. Misleading results are often concluded by using non-
scaled error metrics that are known to be ambiguous when
comparing TS forecasts [Hyndman and Koehler, 2006]. The
myriad of proposed DNN-based models [Sezer et al., 2019]
applied to financial settings and the results presented around
them have raised undue expectations that such methodologies
provide accurate predictions on various financial TS applica-
tions, while there is clearly a lack of experimental proof that
they outperform simple baselines for the majority of them.

Nonetheless, large gains can still be achieved using DNN
and ML approaches. Recently, state-of-the-art accuracy was
achieved at the M4 competition [Makridakis et al., 2018a]
from which the top 2 entries used DNN-based or ML tech-
niques along with statistical models. Subsequently to these
findings, [Oreshkin et al., 2020] were the first to show that
it was possible to build a pure DNN-based model for this
task and achieved greater gains than the best competition en-
try [Smyl, 2020]. Given the wide range of TS to forecast2,
the top performing models submited relied on ensemble tech-
niques to be robust over the different types of series. The
direct comparison between single and ensemble models is
generally unfair but the findings from these models can be
investigated for building better individual models. For in-
stance, the DNN-based models which performed well on this
dataset [Smyl, 2020; Oreshkin et al., 2020] provide insights
into which techniques to use for improving the performance
of individual models: Residual connections between hidden
layers, adaptive learning rate scheduling, input prepossess-
ing and both seasonal and trend decomposition embedded di-
rectly in the model.

Most of these techniques are ”tricks” to facilitate learn-
ing DNN. However, the idea of applying a TS decomposi-
tion within a neural network is promising and several au-

2The M4 dataset contained 100’000 individual TS from which
approximately 25% were financial TS of different types.

Figure 1: Illustration of DFG’s architecture. Both decoder and dy-
namic modules can be implemented as parametric functions and be
trained using gradient descent.

thors [Oreshkin et al., 2020; Godfrey and Gashler, 2017;
Hansen and Nelson, 2003] have shown its effectiveness on
real-world datasets. Given the well-known difficulty of deal-
ing with the raw signal of financial TS, we raise the question
whether we could learn a better representation of these TS
directly and apply such decomposition. Fortunately, there ex-
ist a DNN learning framework well suited for this task: the
Dynamic Factor Graph (DFG) [Piotr and LeCun, 2009]. Il-
lustrated in Fig. 1, DFG consists of a directed acyclic state-
space model with continuous latent factors Z that permits
modeling the joint probability P (Z,X). Contrary to typical
RNNs, DFG learns the representation of a TS (X) directly
within Z instead of computing hidden states in an iterative
fashion using a sequence of past inputs. It does so by us-
ing two modules: a decoder module and a dynamic module.
The decoder module d() infers values over the latent space
at time t, X̃t = d(Zt), and the dynamic module g() cap-
tures the dynamic process of a TS through the AR function
Zt+1 = g(Zt).

The main difference between a RNN and a DFG in its sim-
plest form is that the state space component is used differ-
ently. a RNN with self loops on the hidden cells is usually
formulated as Zt+1 = g(Zt, Xt) with Xt being the mea-
surement obtained at time t. DFG does not require Xt as
the dynamics of the series is stored on external memory and
captured entirely in the latent space: Zt+1 = g(Zt). Thus,
DFG is a particular case of a RNN where the hidden states
are directly learned instead of being computed explicitly by
a function of past inputs. Like most AR functions, we could
specify the AR order of g() by changing its configuration:
Zt+1 = g(Zt, ..., Zt−υ). Note that doing so makes the as-
sumption that the AR parameters (ϕ1, ..., ϕn) are constant.
However, this AR order is an additional hyperparameter (HP)
to tune and assuming that the AR parameters are constant of-
ten impair training as the resulting AR weights are optimized
to reduce the average error. This limitation is problematic if
the training data contains multiple TS dynamics. In this work,
we address these limitations by proposing an attention mech-
anism that permits DFG to select its AR order automatically
and adjust its AR parameters over time.

3 The STANN model
3.1 Notation and task
Given X : RT×n×m, a 3-dimensional tensor representing
a set of n TS of length T and dimensionality m, we define
Xt,i,j as the value of dimension j for TS i at time t. The task



of interest is to predict n multivariate TS τ time steps ahead
X̃ : Rτ×n×m. We represent the spatial relationship between
series within a 3-dimensional tensor W : Rn×R×n where R
is the number of relations considered. Thus, our aim is to
train a model f : RT×n×m + [Rn×R×n]→ Rτ×n×m.

3.2 Model definition without spatial dependencies

Figure 2: Illustration of the proposed attention mechanism. For il-
lustration purposes, b includes both btime and bcost, and σ denotes
the AR weight produced by actm(Zt−i). The drawing was adapted
from [Olah and Carter, 2016].

In STANN, we use a deterministic variant of the DFG.
The decoder module d() decodes instead the expected vari-
ation between Xt−1 and Xt from the latent factor Zt, i.e.
Xt : ∆̃Xt

˜Xt−1
← Zt. The decoder is defined as in Eq. 1,

where X̃t is the prediction computed at time t. The dynam-
ical module g is defined by Eq. 2 and considers the past υ
relevant latent factors Zt−υ:t, i.e. Zt−υ to Zt. d() and g()
are implemented as doubly residual stacking NNs like that
used in N-BEATS [Oreshkin et al., 2020] in which we use
Convolutional Neural Network in its basic block. Contrary to
N-BEATS, we apply the TS decomposition on the latent fac-
tors instead of the raw signals. As mentioned in the previous
section, assuming that the forecast depends on a fixed AR or-
der covering past υ observations is a strong assumption that
can impair model training if not selected correctly. One can
view that RNNs, like the LSTM, allow υ to vary over time
by maintaining in memory a state vector that allows them to
retain information as long as required and forget it when it is
no longer relevant [Hochreiter and Schmidhuber, 1997].

X̃t = Xt−1 + d(Zt) (1) Z̃t+1 = g(Zt−υ:t) (2)

Alike LSTM, we improve upon DFG by updating υ adap-
tively such that Eq. 2 is done using a variable υ of past steps.
To do so, we propose an adaptive attention-based mecha-
nism to enable DFG to be memory-augmented. Our attention
mechanism is inspired by the Adaptive Computation Time
(ACT) algorithm proposed in [Graves, 2016], implemented
as actm() in our model. actm() generates a probability
distribution on Z from which we estimate the AR weights
for each latent factor: ϕZt

= σ(WϕZt + bϕ) with associ-
ated weight matrix Wϕ and bias bϕ. Zt−υ:t is computed us-
ing the sums of all past latent factors weighted by their au-
toregressive weights as in Eq. 3. actm() uses two budgets
b(t) = {btime = t, bcost = 1}: one to keep account of

available past time steps and one to track the cost of con-
sidering a latent factor. Each time we consider a latent fac-
tor Zt, we reduce our budget btime by 1 and bcost by ϕZt

which is bounded within ]0, 1[. If a budget goes below ε (ei-
ther bcost < κ or btime = 0), we stop considering any more
latent factor and attribute the remaining cost budget to the last
factor considered. κ is a small constant (0.01 for the experi-
ments in this paper), whose purpose is to allow the selection
of an AR(1) process.

Zt−υ:t = actm(Zt) =
∑

0≤k<υ:[b(t)>ε]

ϕZt−k
Zt−k (3)

We can interpret actm()’s objective as evaluating the
quality of each past latent factor and assigning the appro-
priate autoregressive weight at times t that maximizes the
log likelihood of the generative process modeled by Eq. 2.
Since actm() uses btime to determine how many past steps
are available, actm() can theoretically account all previous
learned factors if

∑T
k=0 P (σt−k|Zt−k) > ε. Note that the

imposed budget restricts each autoregressive weight to be be-
tween 0 and 1 with the sums of all the weights being equal
to 1. We apply this mechanism solely within g() to facilitate
the training of both components. The attention mechanism is
summarized in Figure 2 and can be designed as any config-
uration of a feedforward network with a sigmoid activation
function.

The training procedure consists of minimizing this bi-
objectives loss function (4):

L(d, g, Z) =
1

T
∆(Xt−1 + d(Zt), Xt) (4a)

+
1

T

T−1∑
t=1

||Zt+1 − g(Zt−υ:t))||2 (4b)

The first term (4a) measures the ability of the model to re-
construct Xt from Zt. The second term (4b) measures the
ability of the system to capture the dynamicity of the equa-
tion by its ability to link states of Z in sequential order. ∆ is
a loss function that measures the difference between the pre-
diction X̃t and the ground truth Xt. In this work, we choose
to train our model from end-to-end [Tesauro, 1995] instead of
using the proposed expectation-minimisation based approach
[Piotr and LeCun, 2009] since we have observed that it pro-
duces better results.

3.3 Model Definition Including Spatial
Dependencies

Let us now introduce the way interrelations between TS are
captured. As pointed out in [Schwendener, 2010], multiple
types of relations between financial time TS has been uncov-
ered. One must be able to test whether this prior knowledge
has predictive capability. Thus, we propose that the relation-
ships between the dynamic processes of multiple TS be given
as additional prior inputs W ∈ Rn×R×n to the model like in
[Ziat et al., 2017]. We will first formalize how relationships
between series are incorporated into the model and how this



allows us to ”virtually” have a high number of training sam-
ples. Then, we will describe two extensions of this approach.
The first extension allows to weight the strength of these rela-
tions and the second allows the model to learn these relations
directly without any prior information.

Relationships between the dynamic processes of n TS are
incorporated via a tensorW ∈ Rn×R×n+ , whereR is the num-
ber of relation types given as prior. We formulate that Zt+1,i

depends on its own latent representation at time t (intradepen-
dency) and on the representations of other series at time t (in-
terdependency). Intradependency is modeled through a lin-
ear mapping Θ(0) ∈ Rn×n and interdependency is modeled
by R transition matrices Θ(R) ∈ RR×n×n. Thus, to evalu-
ate Zt+1, we compute the matrix product between the latent
space Zt and its dependencies (Θ(0),Θ(R)) as in Eq. 5. The
decoder, follows along by using Zt,i, as inputs, and computes
the expected variation as in Eq. 6. hg, hd are the respective
activation functions of g() and d().

Zt+1,i = g(Zt−υ:t, i) =

hg(actmg(Ztθ
(0)
i +

∑
r∈R

W
(r)
i Ztθ

(r)
i )) (5)

∆̃
Xt,i

˜Xt+1,i
= d(Zt,i) = hd(actmd(Zt,i)) (6)

Note thatZt is shared between all series with respect to g(),
but the representation of each series is disentangled explicitly
by means of W , i.e.: d() takes as input Zt,i, the hidden factor
of the ith TS. Doing so has two advantages: (1) g() can fore-
cast Z̃t+1 with fewer regressors. (2) It ”virtually” increases
the amount of training samples as we can use time and posi-
tional coordinates to make T × n training samples.

3.4 Model extensions
The two possible extensions proposed in [Ziat et al., 2017]
can also be applied to our model. We summarize the ex-
tensions here; readers are invited to refer to the original pa-
per [Ziat et al., 2017] for a more detailed explanation. The
first extension, denoted by STANN-R, consists of adding a
learned matrix of weights Γr ∈ Rn×n+ that can reduce the
strength of relations given as prior. The second extension,
denoted by STANN-D, consists of replacing W with Γ such
that the model learns both the relational structure and the re-
lation weights via Γ. Applying the STANN-R or STANN-D
extension formalizes Eq. 5 as in Eq. 7 or Eq. 8, respectively,
where � signifies element-wise multiplication between two
matrices:

Zt+1,i = g(Zt−υ:t,i) = g(actmg(Ztθ
(0)
i

+
∑
r∈R

(Γ
(r)
i �W

(r)
i )Ztθ

(r)
i ) (7)

Zt+1,i = g(Zt−υ:t,i) = g(actmg(Ztθ
(0)
i +

∑
r∈R

Γ
(r)
i θ(r))

(8)

The optimization problem can thus be adjusted for Γ, de-
pending on whether the dynamic function is specified by
Eq. 7 or Eq. 8, and can be written as Eq. 9. |Γ| is a l1 regular-
izing term intended to sparsify Γ(r), and γ is a hyperparam-
eter set to tune this term and λ is a factor set to balance the
importance between g() and d().

d∗g∗, actm∗g,Γ
∗ =

argmin
d,Z,Γ,

1

T

∑
t

∆(d(Zt) +Xt−1, Xt)

+γ|Γ|+λ 1

T

T−1∑
t=1

||Zt+1 − g(Zt−υ:t)||2

(9)

4 Experiments
4.1 Datasets and experimentation procedure
We report here the results of experimental evaluation of
our forecasting methods on two datasets: Fasttrack and
Fasttrack extended. Both datasets contain daily clos-
ing prices of US MFs and ETFs traded on US financial mar-
kets each covering different types of asset classes including
stocks, bonds, commodities, currencies and market indexes,
or a proxy for a market index. When both are combined, they
cover 19 years of financial market activities and provide an
overall view of the whole financial ecosystem. Each TS of
these datasets represents the aggregation of multiple individ-
ual financial assets. In some of these TS, like VFICX, the
aggregation of these individual TS are subject to vary over
time with respect to management activities associated with
these funds.

The two datasets used are summarized in Table 1 and were
obtained through FastTrack3, a professional grade investment
data provider. We used the adjusted closing price to simulate
how each model would have performed in a real-case sce-
nario. Fasttrack includes the following funds: SPY, EWJ,
VSMGX, FNMIX, VEXMX, VFITX, VFICX, DXY-Z, VBISX,
VUSTX. Fasttrack extended included the following
funds: DBC, DIA, EFA, EWA, EWC, EWD, EWG, EWH, EWI,
EWJ, EWK, EWL, EWM, EWN, EWO, EWP, EWQ, EWS, EWU,
EWW, FCYIX, FNARX, FNMIX, FSCPX, FSDCX, FSLEX,
FSNGX, GLD, IEF, LQD, MDY, PCY, QQQ, SHY, SPY, TIP,
TLT, USO, UUP, VASVX, VAW, VBISX, VCR, VDC, VDE,
VEIEX, VFH, VFICX, VFISX, VFITX, VGSIX, VGT, VHT,
VINEX, VIS, VNQ, VOX, VPU, VTSMX, VWO, VXF, XLB,
XLE, XLF, XLI, XLK, XLP, XLU, XLV. Both datasets are pro-
prietary, which we do not have the permission to share pub-
licly. However, for the sake of reproducibility, we enumerated
the tickers used for our experiments to help interested readers
reconstruct the datasets from public data sources.

To evaluate the average forecasting performance of our
model, we use the following metrics: The Mean Absolute
Scaled Error (MASE) [Hyndman and Koehler, 2006], the
Theil U2 score (TheilU) [Theil, 1971], the sDILATE pre-
sented in [Vincent and Thome, 2019] and the Mean direc-
tional accuracy (MDA) score [Schnader and Stekler, 1990].

3https://investorsfasttrack.com

https://investorsfasttrack.com


Table 1: Datasets for experimental evaluation

Dataset T n Data type Time horizon τ # Runs per model

Fasttrack 2186 10 daily adj. close 1996/07/08-2007/08/22 21 100
Fasttrack extended 2000 69 daily adj. close 2011/05/31 -2019/05/10 21 54

T is the total number of time points, n the number of series, τ the number of steps ahead to forecast and # Runs the total
number of evaluation runs made. For all datasets, we considered only the closing price m = 1.

Table 2: Average forecasting performance of tested models on Fasttrack and Fasttrack extended datasets

FAST TRACK FAST TRACK EXTENDED

Model: MASE THEILU sDILATE MDA MASE THEILU sDILATE MDA
Naive 1.0000± 0.0000 1.0000± 0.0000 1.0000± 0.0000 0.0180± 0.0149∗∗∗∗ 1.0000± 0.0000 1.0000± 0.0000 1.0000± 0.0000 0.0128± 0.0082∗∗∗∗

AR 1.0707± 0.1517∗∗∗∗ 1.0757± 0.1577∗∗∗∗ 1.1819± 0.3560∗∗∗∗ 0.5085± 0.1469∗∗∗ 1.0337± 0.0844∗∗∗∗ 1.0306± 0.1033∗∗∗ 1.0723± 0.2109∗∗∗ 0.4788± 0.0955∗

ARIMA 1.0030± 0.1205t 1.0133± 0.1204t 1.0412± 0.2457∗ 0.5817± 0.1834 1.0011± 0.0945∗ 1.0008± 0.1193t 1.0156± 0.2373t 0.2748± 0.1222∗∗∗∗

LSTM 1.3399± 0.6020∗∗∗∗ 1.3405± 0.6332∗∗∗∗ 2.1941± 2.5503∗∗∗∗ 0.4861± 0.1624∗∗∗∗ 1.2543± 0.3020∗∗∗∗ 1.2311± 0.3002∗∗∗∗ 1.6041± 0.8031∗∗∗∗ 0.4821± 0.1426t

WaveNet 1.5936± 0.7655∗∗∗∗ 1.6093± 0.8133∗∗∗∗ 3.2449± 3.7111∗∗∗∗ 0.4844± 0.1606∗∗∗∗ 1.3988± 0.5445∗∗∗∗ 1.4071± 0.5930∗∗∗∗ 2.3042± 2.4721∗∗∗∗ 0.4864± 0.1472∗

STNN 0.9852± 0.0693 0.9920± 0.0756 0.9897± 0.1484 0.5942± 0.1816 1.0020± 0.1536 0.9959± 0.1591 1.0165± 0.3354 0.5259± 0.1822
STNN-R 0.9860± 0.0785 0.9900± 0.0791∗ 0.9863± 0.1431∗ 0.5450± 0.1965∗ 1.0122± 0.1707 1.0047± 0.1698 1.0369± 0.3687 0.5241± 0.1693
STNN-D 1.0812± 0.2957∗∗∗ 1.0808± 0.2765∗∗ 1.2439± 0.8131∗∗ 0.5585± 0.1533t 0.9814± 0.1147 0.9791± 0.1255 0.9743± 0.2495 0.5401± 0.2052
STANN 0.9792± 0.1045 0.9828± 0.1114 0.9783± 0.2174 0.5363± 0.1914 0.9832± 0.1023 0.9814± 0.1084 0.9750± 0.2148 0.5360± 0.2030
STANN-R 0.9806± 0.0784 0.9863± 0.0804 0.9793± 0.1562 0.5864± 0.1873 0.9836± 0.1026 0.9816± 0.1098 0.9755± 0.2189 0.5401± 0.2051
STANN-D 0.9864± 0.0381 0.9870± 0.0374 0.9756± 0.0707 0.5642± 0.1956t 0.9795± 0.1016 0.9785± 0.1096 0.9694± 0.2176 0.5406± 0.2055

Averaged forecasting results of the 21 days multivariate trajectory forecasts for both datasets. We highlight the bests methods
in bold by using the Wilcoxon signed-rank test with significance level of p − value < 0.10. We also indicate the statistical
significance between the best performing model in regards to their associate metrics (t: P≤ 0.10; *: P≤ 0.05; **: P≤0.01; ***:
P≤0.001; ****: P≤0.0001). We underline the best performing model used for comparing the significance level on all metrics.

TheilU is the equivalent of MASE that use the RMSE in-
stead for comparing the difference between predicted value
and the ground truth. Both MASE and TheilU account for
the bias and variance of error residual with TheilU penal-
izing more large errors than MASE. [Vincent and Thome,
2019] argued that such error measures have limitations since
we can obtain the same loss value for completely different
forecasts. Therefore, we use a scaled version of the DILATE
loss. sDILATE gives more importance to the shape of the
forecast than the distribution of the error residual. Finally, we
use a modified version of the MDA for measuring whether
the direction of the forecast is the same as the price trajec-
tory in comparison to the last known value of each TS, i.e.:
MDA(X̃t:t+τ , Xt:t+τ ) = 1

N

∑τ
i=0 sign(X̃t:t+i −Xt−1) =

sign(Xt:t+i −Xt−1).
To train each model, we carried out an evaluation on a

rolling forecasting origin and by setting τ , i.e. the number of
time steps, to 21 days for simulating forecasting on a monthly
basis. All models were trained on normalized TS using the in-
terquartile range method. Produced forecasts were unscaled
back to the original TS scales to measure forecast’s error. All
DNN-based models were trained using stochastic gradient de-
scent SGD with Adam [Kingma and Ba, 2015] and a learning
rate scheduler [Loshchilov and Hutter, 2017]. The number
of steps for SGD and other model parameters, like the opti-
mal training window, were determined by a hyperparameter
search.

4.2 Baseline models
As a limit on the scope of our evaluation, we considered only
models that can forecast multivariate TS directly, with the ex-
ception of two baseline models. We performed experiments

with the following models:

1. Naive: A simple heuristic that assumes that the τ future
steps will be the same as last previously observed.

2. AR: A classical univariate autoregressive process in which
each TS is forecasted individually. The prediction is a linear
function of past lags l.

3. ARIMA: An autoregressive integrated moving average
model that forecasts each TS individually. Implementation of
ARIMA was done with [Taylor G Smith, 2019] to automatize
the selection of the best parameters over the training set.

4. LSTM: A long short-term memory model which forecasts
τ steps ahead in an iterative fashion.

5. WaveNet: A convolutional neural network using dilated
causal convolutions [Van Den Oord et al., 2016].

6. STNN: The closest model to ours. STNN can be consid-
ered as a particular case of our model, i.e. model with υ = 0.
The two extensions of STNN (STNN-R and STNN-D) [Ziat
et al., 2017] are also considered. The Pearson correlations
between TS was computed over the training set to define W .
We use the same training strategy as STANN, i.e. modeling
the variation only and trainning the model from end-to-end to
establish a fair comparison between model architectures.

7. STANN: The model proposed in this paper. The two ex-
tensions presented in Section 3.4 are also considered. The ex-
tensions expressed in Eq. 7 and Eq. 8 are denoted by STANN-
R and STANN-D, respectively. Pearson correlation was used
to define W .



Comparison between STANN-D and STNN-D forecast error
for Fasttrack extended dataset

Figure 3: Concatenation of the 21 daily return forecasts of STANN-
D (top) and STNN-D (bottom). The absolute scaled error per series
is presented.

4.3 Results

Our experimental results are summarized in Table 2. First, we
analyze the average performance of all models and the statis-
tical significance of the results obtained. Our model outper-
form all DNN-based and statistical baselines considered in
regards to all metrics on both datasets. This result suggests
the superiority of the unsupervised training framework of the
DFG for modeling these TS conjointly. The addition of the
proposed attention mechanism and the TS decomposition ap-
pear to slightly improve the performance over its based model
(STNN) but we can not claim a significant statistical differ-
ence for the accuracy improvement of forecasting these tra-
jectories. Nonetheless, these results are very promising when
considering that (1) our approach achieved such results by us-
ing a relatively few amount of TS and that (2) it was trained
solely by using historical prices.

We can qualitatively compare our models by plotting the
absolute scaled error of the individual point forecast (IPF) for
all the TS forecasted and comparing where our model fails.
We observe that our approach is relatively consistent at fore-
casting the trajectory of each assets (Fig. 3), but the majority
of the residuals appears to occurs in epistemic fashion, i.e.:
the TS’ forecasting difficulty varies over time. Our proposed
attention mechanism increases slightly the forecast accuracy
in these episodes of forecast instability over its based model,
which explains the majority of the additional average gain in
accuracy. Next, we performed an ablation study by compar-
ing what effect the TS decomposition technique and the at-
tention mechanism have to help obtain better forecast. We do
so by plotting the probability distribution of each step-ahead
forecast of STNN-D and STANN-D along with versions of
our model where one of the two components is missing. In-
terestingly, adding soley the attention mechanism increase the
overall error but reduce the error propagation often found in
recursive approach. When combined with the TS decompo-
sition architecture presented in [Oreshkin et al., 2020], we
observe a significant error reduction for the last 14 days of
the forecast trajectory. Independently from the step-ahead
forecasted, our approach is significantly better than its based
model at reducing IPF ∗∗∗∗.

Individual step-ahea MASE distribution of our approach on
the Fasttrack extended dataset.

Figure 4: An ablation studies of STANN-D is presented. The me-
dian absolute scaled error for STANN-D is equal to 0.9671 and for
STNN-D is equal to 0.9810

5 Discussion
This work proposed a new unsupervised deep generative
model (STANN) for forecasting multivariate TS conjointly
which explicitly models the interactions between TS. Experi-
ments were performed on two financial datasets covering over
19 years of market history. Our experiments indicate that
STANN provides a more effective learning framework than
both DNN-based approaches and statistical baselines. We
showed that this class of models perform wells in a low-data
setting and that our proposed attention mechanism helps im-
prove forecasting performances over its based model. Finally,
we showed that having few training TS samples is not an issue
for training this class of models as they permits to ”virtualy”
increase its amount of training sample.

We would like to emphasize on the limited understanding
of its effectiveness in relation to the selection of HPs. Indeed,
a mis-selection of HPs can have a large impact on the model’s
performance which can render difficult its application at large
scale. Hence, we advocate the pursue of future works to en-
large our theoretical understanding on this class of models
as well as testing if similar results can be achieved at larger
scale.
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